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Exercise 1 o
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The joint pdf of X1,..., X, is f(z1,..., 203 p) = [[ie, (" L ) = & A= Moreover,
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since X1,...,X, i'i'vd'POI(,u) we have S = Y0 | X; ~ POI(nu). The pdf of S is thus f(s;u) =
e "n'" The conditional pdf

s!

_ = _ s! . n o
fX\ _ fsim) - eTnhnipus RN T if Zi:l Ti=3S
s N

0 otherwise,

does not depend on y, hence S = >"" | X; is sufficient for p.

Exercise 6
The joint pdf of X4,...,X,, is
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where s = Y1 | ;. By the factorization criterion, S = Y"1 | X; is sufficient for p.

Exercise 11
We will use the factorization criterion to answer both subquestion. Note that the joint pdf of
X1,...,X, is equal to

n

1 1
flxr,. . 2n:601,02) = H (Mf(el,eg)(a?i)> = WI(Bl,oo)(xl:n)I(fooﬁg)(xn:n)-

i=1
(a) If 03 is known, then 6 is the only parameter to consider. We write

1
f(wla cs Ty 01) = Wl(el,m)(s) 1(700702)(1;77,:77,)

=g(s;01) =h(z1,....2n)

with s = z1.,. By the factorization criterion, S = Xj., is sufficient for 6.



(b) We now treat both 6; and 2 as unknown parameters. The required factorization is now

1
f(wy,. . 2n;01,02) = WI(Ql,oo)<Sl)I(—oo,92)(32) X 1

~—
=g(s1,52;01,02) =h(z1,...,xn)

S1 = X1., and Sy = X,,.,, are jointly sufficient for 6; and 6,.

Exercise 13
The joint pdf of X1,...,X,, can be written as

) 17 (T +62) 44 _ _92—1>
f(xl,...,xnﬁl,@g)—il:[l(F(el)r(oz)xi (1—x;)

=g(51,52;01,02) =h(z1,...,xn)
where we defined s; = []}_; #; and s = [[;(1 — 2;). According to the factorization crition,

S| = HZL:I X; and Sy = H:.L:l(l — X;) are jointly sufficient for 6; and 65.

Exercise 19
The pdf depends on k& = 1 unknown parameter, namely p. However, if we expand the square in
the exponential, that is

1 (@2 1 _z?=2potp? 1 e’ 24l et = 2
= —e 2“2 = —€ 2”2 = —F——€ 2 - € )
V27|l V2|l V2| pl V2|l

then we see that the exponential contains two summands of the form g;(u)t;(x). The N(u, p?)
is thus not a member of the REC.
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Exercise 20

(a) The pdf can be written as

flx;p) =p*(1 —p)l—z =(1-p) <1fp> =(1 _p)eacln(ﬁ)7

such that it is a member of the REC with ¢(p) =1 —p, h(z) =1, q1(p) = In (%), and

ti(z) = x. Hence S =" | X; is a complete sufficient statistic for p.
(b) The pdf can be written as

e
Flaip) = —f= = —erernn,
x! x!

such that it is a member of the REC with c¢(u) = e™*, h(z) = 4, ¢:(p) = Inp and

ti(z) = x. Hence S =Y. | X; is a complete sufficient statistic for .



(¢) The pdf can be written as

flap) = (f:i)pr(l —p)" " = (f:i) (ﬁp)r (1-p)*
- (‘::i) (1fp>reacln(1p)’

such that it is a member of the REC with ¢(p) = (ﬁ) , h(z) = (fj), ¢1(p) = In(1 —p),
and t1(x) = z. Hence S =>""" | X; is a complete sufficient statistic for p.

(d) The pdf can be written as

2 1 _(e—w)? 1 2?2 2pa4p? 1 77+ﬂ7 e
fomo?) = oo o L ot 1 e
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2
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2
such that it is a member of the REC with ¢(u, 0%) = \/2;76_;?7 h(z) =1, qi(p,0%) = L&,

@2(p,0%) = —555, ti(z) = z, and f5(z) = 2®. Hence Sy = Y., X; and Sp = 31" | X? are
jointly complete sufficient statistics for u and o2.

(e) The pdf can be written as
[z 0) =

such that it is a member of the REC with ¢(0) = §, h(z) =1, q1(0) = —5, and #1(z) = =.
Hence S =Y | X; is a complete sufficient statistic for 6.

(f) The pdf can be written as

1 o 1 o 1
9 K,—l -5 — (r=1)In(z) ,—§ _ —2z+(k—1) In(
F@:b,m) = or g™ ¢ T o) C T orw :
such that it is a member of the REC with ¢(0,k) = Gﬁll(ny h(z) =1, q(6,r) = —3,

¢2(0,5) =k —1, t1(z) =z, and t2(x) = In(z). Hence S; = >, X; and So =Y, In(X;)
are jointly complete sufficient statistics for 6 and .

(g) The pdf can be written as

L0y +602) 44 0—1 L0, +62) o1 B B
z;61,0 201711 = )bt = 2V T 72) (61-1) In(x) (62—1) In(1—x)
st ) L(01)I(02) | ) ['(61)I'(62)
= (01 +6>) e(01=1) In(2)+(02—1) In(1—x)
F(Gl)F(Hg) ’

such that it is a member of the REC with ¢(6,02) = %, h(z) =1, ¢1(01,02) = 0;—1,
q2(01,02) = 6> — 1, t1(z) = In(z), and f5(z) = In(1 — z). Hence S; = >, In(X;) and

Sy = Zle In(1 — X;) are jointly complete sufficient statistics for 6; and 65.

(h) Note that 8 is considered to be known. The pdf can be written as

sy B - Bt



such that it is a member of the REC with ¢(f) = 9%, h(z) = 271, q1(0) = —45, and
t1(x) = 2f. Hence S =1, X is a complete sufficient statistic for 6.

Exercise 21

In part (a) and (b) we are asked to find UMVUEs. The approach is as follows. From Exercise
20(a) we know that S = Y"1 | X; is a complete sufficient statistic for p. It is also easy to show
that the MLE for pis equal top = X = 1 5. We will therefore make an educated guess for the
estimator. If this proposed estimator is unblased then we have immediately found an UMVUE.
If this approach leads to a biased estimator, then we try a transformation to remove the bias.
Also note that S =), X; ~ BIN(n, p) such that E(S) = np and Var(S) = np(1 — p).

(a) We try the estimator p(1 —p) = £ (1 — 2). Its expectation is

E(5(1-p) =E (5 <1 _ 5)) _E(S) _E(S?) _ V() + (E(5))

n n n n2 n?

_ =)+ p)® _ mp—p(l—p)—np® _ np(l—p)—p(l-p)
n? n n

Hence T' = "5 [% (1 - %)] = % (1 - %) is unbiased for p(1 — p) such that it is also an
UMVUE.

(b) Note that p? = p—p(1 —p) is a linear combination of the terms p and p(1 — p). The
unbiased estimators for both parts are = and 5 (1 — 5) (see previous part), respectively.

We will therefore try = 2z — 2 (1 — 7) Llnear of the expectation gives

(3t 2) 5 (62

Hence T'= 2 — 5-(1-2) = iE::B is unbiased for p? such that it is also an UMVUE.

n—1

Exercise 22

We have seen in Exercise 20(b), that S = > 1", X; is a complete sufficient statistic for pu.
According to Lehmann-Scheffé, Theorem 10.4.1 on page 346 of B&E, we can find an UMVUE if
we can find an unbiased estimator for e™# that is a function of S only. In exercise 33(g) we have

seen that E ((%-1)%) = e+ ("Tfl)z‘n:1 ¥ is thus an UMVUE for e~ .

Exercise 25
The pdf can be written as

f(x,@) _ exefl _ 06(971)111(9:) _ 06(179)(71nz)’

such that it is a member of the REC with ¢(0) = 6, h(x) =1, ¢1(0) = 1 -0, and ¢;(x) = — In(z).
Hence S = — 3", In(X;) is a complete sufficient statistic for 6.

(a) Using the hint we find E(S) = Zz LE(—In(X;)) = 2. We conclude that —% " | In(X;)
is an unbiased estimator for i 7 and only a function of S. According to Lehmann Scheffé,
Theorem 10.4.1 on page 346 of B&E, this is also an UMVUE.



(b) Having found £ = —1 5™ In(X;) as an UMVUE for 3, we might try % as an UMVUE
for 6. This estimator is still a function of S only but it is no longer clear that it is unbiased.

We have to compute E (%). If X has the pdf f(z;6), then Y = —In(X) has the pdf

fy(y;0) = fx(e7¥;0) [—e7Y| =

Oe”
From Table B.2 we can see that Y ~ GA (% ) Using the properties of MGFs we also
find S=>" Y, =->" In(X;) ~ GAM (% ) The pdf of S is thus

NODe=v —ge=% 4 >0,

fs(s) = —m——5""te7%, 5> 0,

and we can compute

)~ [ e () e

%
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=nb (n )/ — s(n=D—1c=0s g¢
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pdf of GAM(%,n—1)

'n—1) n

—nb -
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where we have used the fact that the pdf of the GAM(%, n — 1) integrated over its support
should be equal to 1. This calculations suggest that
n—1n n-1 n—1

b= 573 Y (X))

is an estimator for 6 which is (1) unbiased, and (2) a function of S only. According to
Lehmann-Scheffé, Theorem 10.4.1 on page 346 of B&E, this is also an UMVUE.

Note 1: Tt also possible to solve the integral directly.

Note 2: One could have seen immediately from Jensen’s inequality that § will give a biased
estimator for #. It was thus clear from the start that a correction was necessary.

Exercise 31

(a) The likelihood and log-likelihood are L(6) = [T\, f(z:;0) = 0™ (TT\—, (1 + xi))7(1+9) and
InL(#) =nln(d) — (1 +0) >, In(1 + x;), respectively. The first and second derivative of
the log-likelihood are:

d
@lnL — — g In(1 + x;)
d2
@h’l L(@) 97 < O7 for all 6.

Because the second derivative is always negative, we find the ML estimator as follows:

3

n

f_21n(1+X¢)=0 = 9:m'

>



(b)

The pdf can be written as

f(x,@) _ 9(1 + x)—(1+9) _ 96—(14-9)111(1-‘,-.7;)7
such that it is a member of the REC with ¢(0) = 0, h(z) = 1, ¢1(8) = —(1 + 6), and
ti(z) =In(1+ z). Hence S =37 | In(1 + X;) is a complete sufficient statistic for 6.
For the numerator of the CRLB, () = 4 yields 7/(f) = —7;. The following results are
helpful to find the denominator:

0? 1
692 In f( ) 9727
32 1 1
Overall, the CRLB is
[ (6)]* g 1
—nE (5, In f(X;0)) g 0t
It seems intuitive to use 7 = 13" In(1 + X;) to estimate §. This estimator is already

a function of S but we do not know yet whether it is biased or not. If X has the pdf
f(z;0) = 0(1 4+ )~ (49 then the pdf of random variable Y = In(1 + X) is given by

Fr(y;0) = fx(e! = 1;0) [e¥] = 0(e¥)" el = 6=,y > 0.

Hence Y ~ GAM(4,1) and in turn S = Y1 V; = 37" In(1 —l— X) GAM(% n) (see
Example 6.4.6 in the book) Since E(S) = %, the estimator 7= 2 = L 3" In(1+ X;) is
unbiased for 7(f) = # such that it is also an UMVUE

The CRLB for 6 is

1 1 62
—nE(692 In f(X;6)) 9%
such that the asymptotic distribution of the MLE 0, is
0o —0  0,-0 PA
vCRLB 0/\f

The CRLB for 1 /0 was derived in part (c¢). The asymptotic distribution of the MLE
7(6,) = of 7(0) = £ is thus

~ N(0,1).

S
[SH

L 1
b = O 4 Z ~N(0,1).

1
VCRLB

S

This exercise is similar to Exercise 25(b). Given that T = % = 15" In(1+ X;) was an
UMVUE for 1/6, it seems reasonable to figure out whether n/S can be an UMVUE for
f. It is clearly a function of the complete sufficient statistic so it only remains to check
whether it is unbiased. Because the pdf of S is given by

(=)



()= S = (fem) o

_ ner(n — 1) / n,11 S(n—l)—le—es ds
) Joo ()" T(n—1)

pdf of GAM(%,n—l)

I'(n—1) n
= nf L'(n)  n-— 19
An UMVUE for 6 is thus 25! = gt

8(71,—1)—16—0st



