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Exercise 1 .
1.d.

If X1, ., X, K N(p,0?), then X ~ N (,u, %2) This implies that f/?/% ~ N(0,1) is a pivotal

quantity. This pivotal quantity is used in parts (a)-(c).
(a) We have

X —
P (—213 < — a < zlz;) =1-aq,
vn

%):1—04.

With 21_a = 2995 = 1.645 (see Table 3), a 90% confidence interval for yu is

3 3
(a: — g % F+2s %) - (19.3 1645193+ 1.645m) — (18.067,20.534).

(b) By similar steps as in part (a), we have

X - X _
]P’( Uu<z1a>:1—a, P<—21a< U”)zl—a,
vn vn

_ o = g
]P(X—zl_a<u =l—a, Plu<X+2z1_a—=]=1-0.
Vn Vn

With 21_, = 20.90 = 1.282 (see Table 3), one-sided 90% confidence limits for u are

and thus also

]P(X—Zlf;\;—ﬁ<,u<X+Z1g

o 3
((x1,...,Z0) =0 — 21_q—— = 19.3 — 1.282—— = 18.339,
o ) T V16
o 3
W@, @) =T+ 210 = 19.3 4+ 1.282—— = 20.262.
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(c) The length of the confidence interval is 2z, 7= We need
g 1 A 221_g0' 2
221_a <A — < — > = .
A1 >/n ~ = \/5_221_%0 = n_( A )

For the given numerical values, this evaluates to a required sample size of n > (&245‘3)2

24.354. We round to n = 25.



(d)

The pivotal quantity 5;‘% ~t(n —1) yields

and

i o=)=1-a

With ¢ _a (n — 1) = t9.05(15) = 1.753 (see Table 6), a 90% confidence interval for y is

) (19317531/10 24 193+1753“12624)

= (17.898,20.702).
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(n_o_ilz)sz ~ x%(n — 1) yields

(n—1)8?
}P’(X%<0<x%_; =1-aq,

The pivotal quantity

and

_ 2 _ 2
P(@zzus@zw;w):l_a,
Xl—% Xa

2

With XQ% (n —1) = x2 505(15) = 4.60 and X%_%(n —1) = x2 995(15) = 32.80 (see Table 4),
a 99% confidence interval for ¢ is obtained as

((n —1)s? (n— 1)s2> _ (15 £10.24 15-10.24

Xi_s | X: 32.80 7 4.60

) = (4.683,33.391)

Exercise 3

(a)

The pivotal quantity 2”X ~ x2(2n) yields P (2”X < Xv) =~ and P (2”X ) = . With

X2(2n) = x3.95(100) = 124.34 (see Table 4), a one-sided lower 95% confidence limit for 6

is obtained as omzr 2-50-17.9
l ey &) = — = —————— = 14.396.
(@1, ) %) 124.34 0

Note that e*/? is a monotone increasing transformation of §. This implies that a lower
confidence limit for 6 can be transformed into a lower confidence limit for e=*/?. The details
are as follows:

0.95 =P ([(Xh...,Xn) < e—%) =P (ln[(Xl,...,Xn) < —t>

0
4
=P|l-——r———<0].
( (X, X0 >
In part (a) we have found the lower bound of 14.396, hence fm = 14.396. We
find £(z1,...,2,) = e~ 7035 as a one-sided lower 95% confidence limit for P(X > t) = e~ 7.

Note: The exercise states ‘where t is an arbitrary known value’. Note however that the
choice ¢t = 0 should be excluded.



Exercise 5

(a) The pdf of the EXP(1,7) distribution is f(x;n) = ¢~(*~") and we can integrate to find the
cdf Fa;n) = [Te=t=mdt =1 — e~ for x > n (and zero otherwise). The pdf for the
n=J, 1
minimum is thus

n—1
fxin@m) =n[l = F(z;n)]" ' f(zin) =n [6_(””_")} e = pemnET g sy,

It is clear from the form of this pdf that n is a location parameter. The transformation
Q = X;., — n (with inverse transformation Xi., = @ + n) yields

fo(x) = fxi,—n(z;n) =ne ™™, x>0.

We see that @ ~ EXP(1/n). This distribution does not depend on n and @ is thus a pivotal
quantity.

(b) An 100v% equal tailed confidence interval is given by P(q; < @ < ¢2) = 7 where the
quantiles ¢; and ¢o should satify P (Q < ¢1) = Fo(q1) = 1_77 and P (Q > ¢2) = 1-Fg(g2) =
157, An explicit calculation of the cdf, Fp(z) = [ ne ™dt =1 — e~ ", leads to

1 _ e na1 — 1-7 e~ a2 _ L

Finally,

such that

is a 1009% equal tailed confidence interval for 7.

(c¢) It should be understood from the exercise (although this is not very clear) that the mileages
are EXP(6,n) distributed. If X ~ EXP(6,7), then Y = X/60 (6 > 0) has the pdf

_ (by—=m)
0

1 n
Fr() = Fx(Oy:0.m) 6] = ge~ " 0 =",y >

This is the pdf of an EXP(1,7n*) distribution where n* = 7. We can use the result from
part (b) to derive
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A 90% confidence interval for 7 is obtained as

01—~ 0. (1+7\) 850 850
(M +-ln (T)xln +-In (2)> - (162 + <5 In(0.05), 162+ — - 1n(0.95))

= (27.980, 159.705).

Exercise 7

(a) We need to find the distribution of ¥ = X? when X ~ WEI(#,2). The transformation
Y = X? has the inverse transformation X = /Y such that the pdf of Y is given by

1 A 11y -
_— = —_— = e 0 .
2./y N
We conclude that Y ~ EXP(6?). Using the distributional result from Example 11.2.1, we

2% X2 %
have 7219:21 L= 20X~ \2(2n).

fﬂ%@zfﬂ¢@m‘ 2 i

n 2
(b) From 229;21)( ~ x%(2n), we obtain

IF)( 2 2Z?=1X1,2

Vi <5 <X21;~):7 = P

A 100v% confidence interval for 6 is <\/2 22?:1 I?, \/2 2o :z;f) .

2
14y X1y
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(c) Note that exp [ — (¢/6)?] is an increasing function in #2. A lower confidence limit for 6
can thus be manipulated into a lower confidence limit for P(X > t) = exp [ — (¢/6)?]. We
find this lower confidence limit from

25" X2 02 1 25" X2
=P =11 2) P — =P 92 i=1""1 )
ror (PR <) @z&w>ﬁ) (:>,@

The remaining steps of the calculation are as follow

1 X2 —t2 _t2X2 _t2X2
el B Yo ) p e o] > e ()
Y (92 22?:1 X2> ( 62 22?:1 Xz2 exp[ ( / ) ] €xp 22?:1 XZQ )
where we used ¢t > 0 (the case t = 0 should be excluded because P(X > 0) = 1). A lower
_ 422
1007% confidence limit for exp [ — (¢/0)?] is ((21,...,x,) = exp (221%)

(d) We first need to compute the p'* percentile for the given Weibull distribution. If we denote

this percentile by z,, then z, satisfies the equation P (X < a:p) = 1%' With

2 £)2 ¢ 2t 2 2 | T 2

F(x;0) = —Qte_(g) dt:—/ (—2> e dt = —e o7 =1—-¢ 62, x>0,

o 0 0 0 0

the pth percentile is obtained as
oD P
l—e =L o = /=02 (1= ).
¢ T 100 p \/ . 100



The expression {/—621In (1 — 100) is again an increasing function in #2. An upper confi-
dence limit for #? will thus imply an upper confidence limit for the pt* percentile of the

distribution. We have

25" X2 25" X2

Zz:l l)Z]P) 92< 212:1 7
le'y

v=P (X?_7 <=5

) is a positive quantity

and by noting that —In (1 — 55

— N n 2 — _ b
)< 2In (1 100)51 1XZ> <$p<\/ 2In (1 x
Xl—'y

2
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—P|-0m(1- 2
" (‘9“( 100

An upper 100v% confidence limit for the p** percentile is thus \/ 21n(

Exercise 11
The setting corresponds to a random sample from the BIN(1,p) distribution. If X ~ BIN(1,p)
then E(X) = p and Var(X) = p(1 — p). The CLT implies that
X —
VX =P 4 4 N0,1).
p(1 —p)
ViXop) 47 N(0,1).

Vp(1-p)

Now note that p = X is a consistent estimator for p such that also

Hence, for large n, we find

TS VRp)

( —zl,,\/ 1-7) <p<p+z1,,\/ —p) 1—a.

é and z1_e = zp95 = 1.645 (see Table 3), an approximate 90% confidence

P(—zl M<z_> 1—a,

With p = % =
interval for p is obtained as

/D [p (1—p /
( —Z1-2 ,p—l—zl,, ) - —1.645 40 + 1.645

= (0.039,0.211).

1.7
88

Exercise 12
X g o zy | =~ «v for large n. We need to manipulate

(a) Equation (11.3.20) implies that P )\(ﬁ
the inequality inside the probability. Having this in mind, we define 6 = ,/p, such that

X—n X -0 5 % -

v



— 22 —
The solutions of the quadratic equation 62 + %0 —X=0are b, = —% —\/ = + X and

0, = —% + 14/ % + X. Since # > 0 and 6; < 0, it always holds that 8 — 6; > 0, and the
above can be written as

7%1[”((9—91)(9—92)>0):P(9—92>0):P(92<9):P(9§<u)

2
22 _
=P (— Al ”+X> <p

2y/n 4n

With z, = zp.90 = 1.282 (see Table 3), an approximate one-sided lower 90% confidence
limit for p is obtained as

2 2
z 22 1.282 1.2822
C(xy,...,zp) = [ - Tyz| =|- 1.7 =1.468.
(15 20) ( 2\/ﬁ+\/4n+aﬁ> ( VTt )

(b) For large n, Equation (11.3.21) yields

X - _ /X
y=P 7'u<27 :]P’(X—z7 <u>.
\/E n

With 2z, = zp.90 = 1.282 (see Table 3), an approximate one-sided lower 90% confidence
limit for p is obtained as
/1.7
=17-1.2824/— = 1451
45
Exercise 19

For the pdf of the Ny, 07) distribution with ;1 known, we have f(z;0%) = (2r07) /2 exp (—%M) .

(@1, ., %n) =T — 24

=i

91
This pdf is a member of the REC with £(z) = (z—pu1)?. S = Y11, (X; — p1)? is thus a sufficient
statistic for of. Similarly, S» = 3772, (Y; — p2)? is a sufficient statistic for o3.
The mean and standard deviation of the normal distribution are location-scale parameters.

It is therefore easily shown that Xl(;l’“ et X";;‘” ~ N(0,1) and Ylg;’“ e Y""(‘;“Q ~ N(0,1)

and this implies both f—% = S (Xizm)2 oy 2(py) and f—% = Yo (Xiz#2y2 o y2(py). By

i=1\"" &, i=1\""0%,
taking ratios and rescaling we can find the pivotal quantity:

S1
nyo3 Si _ (g?) /m d x*(n1)/m
nlo'% SQ (%) /n2 X2(n2)/n2

~ F(’I’Ll,ng),

where < is used to denote equivalence in distribution. Denoting the « quantile of the F'(ny, no)
distribution by f,, we obtain
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A 100(1 — )% confidence interval for =3 is (f% a2 fieg %)
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